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Solution components 
The solution utilized a single HPE ProLiant DL580 Gen9 server connected to a 4-node HPE 3PAR StoreServ 8400 via four 16Gb fibre channel 
ports, which were run at 8Gb due to the aforementioned limitation of the switch. The purpose was to demonstrate the difference in performance 
offered by lifting tables in support of OLAP in to memory using Oracle’s in-memory columnar store database option and compare that to the 
performance of leaving those tables on storage. 

Hewlett Packard Enterprise also wanted to demonstrate the difference in query solve speed and CPU utilization using the different data-in-
memory compression algorithms. 

The HPE ProLiant DL580 Gen9 server had the following configuration 
• 4 X Intel® Xeon® E7-8867 v4 18-core processors with a clock speed of 2.4GHz 

• 3TB of memory 

• 2 X HPE 400GB 12G SAS Enterprise Mainstream (ME) SSDs for OS and ORACLE_HOME 

• 2 X HPE SN1100E 16Gb Dual port Fibre Channel HBA 

• 1 X dual port 10GbE network card (only one port was used during testing) 

The HPE 3PAR StoreServ 8400 storage array had the following configuration 
• 4-nodes 

• 128GiB of cache 

• 6 expansion shelves 

• 80 X 480GB MLC SSDs 

Connecting the servers to the storage were two HPE FlexFabric 5930 switches. 

Software 
• Oracle 12c Enterprise Edition – Version 12.1.0.2.0 

• Red Hat® Enterprise Linux® (RHEL) – Version 7.3 

• HammerDB – Version v2.21 

Hardware 
HPE ProLiant DL580 Gen9 server 

 

Figure 2. HPE ProLiant DL580 Gen9 server 
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The HPE ProLiant DL580 Gen9 server is the Hewlett Packard Enterprise four-socket (4S) enterprise standard x86 server offering, commanding 
performance, rock-solid reliability and availability, and compelling consolidation and virtualization efficiencies.  

Supporting Intel Xeon E7-4800/8800 v4/v3 processors, the HPE ProLiant DL580 Gen9 server offers enhanced processor performance, up to 6 
TBs of memory, greater I/O bandwidth (9 PCIe Gen 3.0 slots), and 12 Gb/s of SAS speeds. The HPE ProLiant DL580 Gen9 server has security 
and data protection features for system resiliency that your business can depend on. All making it ideal for mission-critical enterprise, business 
intelligence, and database applications. 

Commanding performance and scalability 
The HPE ProLiant DL580 Gen9 server provides up to 30%1 performance boost with Intel Xeon E7-4800/8800 v4. 

HPE SmartMemory prevents data loss and downtime with enhanced error handling. The HPE ProLiant DL580 has support for up to 6 TB of 
DDR4 memory (96 DIMM slots) with speeds up to 2400MHz with up to 23%2 performance gain. This large memory capacity makes the HPE 
ProLiant DL580 Gen9 server ideal for large-scale in-memory computing and virtualization. 

The server comes standard with nine FL/FH PCIe 3.0 slots for GPUs and a choice of HPE FlexibleLOM or PCIe standup 1GbE, 10GbE, or 
InfiniBand adapters to provide flexibility of networking bandwidth and fabric so you can adapt and grow to changing business needs. 

Rock-solid availability and reliability 
The HPE ProLiant DL580 Gen9 server provides increased system availability and less need for service with advanced error recovery, error 
diagnosis, and built-in redundancy; all features of the HPE ProLiant DL580 server Comprehensive Fault Management and Diagnostics. 

The HPE ProLiant DL580 Gen9 offers improved reliability and data protection with HPE Smart Array controllers featuring HPE Secure 
Encryption and Advanced Data Mirroring, and HPE SmartDrive technology. 

It also offers increased security with four new levels of Secure Boot3 with Unified Extensible Firmware Interface (UEFI) mode. 

Compelling agility and efficiencies for scale-up environments 
The HPE ProLiant DL580 Gen9 server supports improved ambient temperature ASHRAE A3 and A44 standards, helping to reduce your cooling 
expenses. 

High efficiency, redundant HPE Common Slot Power Supplies, with up to 4 x 1500W power supplies provide up to 94% efficiency (Platinum 
Plus), infrastructure power efficiencies with -48VDC input voltages and support for HPE Power Discovery Services are available on the HPE 
ProLiant DL580 Gen9 server. 

Customer-inspired and easily accessible features include:  

• Front access processor/memory drawer for ease of serviceability 

• Hot pluggable fans and drives  

• Optional SID for health and monitoring of components 

• Quick reference code for quick access to product information 

 
 
1 Intel measurements. Up to 1.3X average performance across key industry benchmarks (SPECjbb*2015 Multi-JVM Critical and max-jOPS, SPECint*_rate_base2006, SAP® SD* 2-tier, 

SPECvirt_sc*2013, and TPC-E*) comparing best 4-socket OEM server publications on spec.org, sap.com/benchmarks, and tpc.org. 
2 Up to 23% better performance is based on similar capacity DIMM running on HPE server compared to a non-HPE server with DDR4. HPE internal labs estimate, March 2016. 
3 Secure Boot authentication inclusive of all UEFI drivers, any UEFI applications, OS Bootloaders and Linux Kernel Modules. HPE Labs, Houston, TX, July 2014. 
4 Please see hpe.com/servers/ashrae. 

http://www.spec.org/
https://www.sap.com/benchmarks
http://www.tpc.org/
https://www.hpe.com/servers/ashrae
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HPE 3PAR StoreServ All Flash array 

 

Figure 3. HPE 3PAR StoreServ 4-node All Flash 

The HPE 3PAR StoreServ 8000 storage suite of products delivers the performance advantages of a purpose-built, flash optimized architecture 
without compromising resiliency, data services, or data mobility. A flash optimized architecture reduces the performance bottlenecks that can 
choke hybrid and general-purpose disk arrays. However, unlike other purpose-built flash arrays, HPE 3PAR StoreServ 8000 does not require you 
to introduce an entirely new architecture into your environment to achieve flash optimized performance. As a result, you don’t have to sacrifice 
rich, Tier-1 data services, quad-node resiliency, or flexibility to get midrange affordability. A choice of all flash, converged flash, and tiered flash 
models gives you a range of options that support true convergence of block and file protocols, all flash array performance, and the use of 
spinning media to further optimize costs.  

The HPE 3PAR StoreServ Architecture was designed to provide cost-effective single-system scalability through a cache-coherent, multi-node 
clustered implementation. This architecture begins with a multifunction node design and, like a modular array, requires just two initial controller 
nodes for redundancy. However, unlike traditional modular arrays, enhanced direct interconnects are provided between the controllers to 
facilitate Mesh-Active processing. Unlike legacy Active/Passive controller architectures – where each LUN (or volume) is active on only a single 
controller – this Mesh-Active design allows each LUN to be active on every controller in the system, thus forming a mesh. This design delivers 
robust, load-balanced performance and greater headroom for cost-effective scalability, overcoming the trade-offs typically associated with 
modular and monolithic storage arrays. 

With rich capabilities, the lowest possible cost for all flash performance, and non-disruptive scalability to four nodes, HPE 3PAR StoreServ 8000 
storage eliminates tradeoffs. You no longer need to choose between affordability and Tier-1 resiliency or flash optimized performance and Tier-1 
data services. That’s because HPE 3PAR StoreServ 8000 storage shares the same flash optimized architecture and software stack with the entire 
family of HPE 3PAR StoreServ arrays, so you’ll not only get an industry-leading storage platform, but a storage platform that you can grow into, 
not out of.  

When combined with high-density SSDs, HPE 3PAR compaction and compression technologies lower the cost of flash storage to below that of 
traditional 10K spinning media.  
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In cases where there is a large amount of duplicate data, HPE 3PAR Thin Deduplication software also improves write throughput and 
performance. Other storage architectures that support deduplication are not able to offer these benefits at the same capacity and scale at the 
same performance level.5 

HPE 3PAR StoreServ compression technology is particularly useful for Oracle databases. This is because Oracle databases pre-allocate the 
storage space they consume with a repeating pattern. Thin Compression removes recurring patterns at the bit-level by replacing them with a 
pointer to the dictionary, which references every page that has been compressed. In an Oracle proof of concept, Hewlett Packard Enterprise was 
able to achieve a 2 to 1 compression ratio6. Compression is part of Adaptive Data Reduction, a collection of technologies that come standard 
with 3PAR StoreServ designed to reduce the data footprint. Adaptive Data Reduction includes Zero Detect, deduplication, compression, and Data 
Packing. When used alone or in combination, these technologies maximize flash capacity, reduce total cost, and improve flash media endurance.  

Unique technologies extend your flash investments 
Hewlett Packard Enterprise innovations around flash not only help bring down the cost of flash media, but HPE 3PAR Gen5 Thin Express 
application specific integrated circuits (ASICs) within each node also provide an efficient, silicon-based, zero-detection mechanism that “thins” 
your storage and extends your flash media investments. These ASICs power inline de-duplication for data compaction that removes allocated but 
unused space without impacting your production workloads, which has the added benefit of extending the life of flash-based media by avoiding 
unnecessary writes. The unique adaptive read and write feature also serves to extend the life of flash drives by automatically matching host I/O 
size for reads and writes.  

In addition, while other architectures generally reserve entire drives as spares, the HPE 3PAR architecture reserves spare chunklets within each 
drive. Sparing policies are adjusted automatically and on the fly to avoid using flash for sparing, thus lengthening media lifespan and helping to 
drive down performance costs. A five-year warranty on all HPE 3PAR StoreServ flash drives protects your storage architecture investment. 

Databases 
Database performance and availability are so critical that many organizations deploy generous capacity and hire expensive management 
resources to maintain the required service levels. HPE 3PAR StoreServ storage removes these inefficiencies. For example, with HPE 3PAR Thin 
Persistence software and the Oracle Automatic Storage Management (ASM) Storage Reclamation Utility (ASRU), your Oracle databases stay thin 
by automatically reclaiming stranded database capacity. Hewlett Packard Enterprise also offers cost-effective Oracle-aware snapshot 
technologies, which also benefit from HPE 3PAR compression cost savings. 

Quality of Service (QoS) 
Quality of service (QoS) is an essential component for delivering modern, highly scalable multi-tenant storage architectures. The use of QoS 
moves advanced storage systems away from the legacy approach of delivering I/O requests with “best effort” in mind and tackles the problem of 
“noisy neighbors” by delivering predictable tiered service levels and managing “burst I/O” regardless of other users in a shared system. Mature 
QoS solutions meet the requirements of controlling service metrics such as throughput, bandwidth, and latency without requiring the system 
administrator to manually balance physical resources. These capabilities eliminate the last barrier to consolidation by delivering assured QoS 
levels without having to physically partition resources or maintain discreet storage silos.  

HPE 3PAR Priority Optimization software enables service levels for applications and workloads as business requirements dictate, enabling 
administrators to provision storage performance in a manner similar to provisioning storage capacity. This allows the creation of differing service 
levels to protect mission-critical applications in enterprise environments by assigning a minimum goal for I/O per second and bandwidth, and by 
assigning a latency goal so that performance for a specific tenant or application is assured. It is also possible to assign maximum performance 
limits on workloads with lower service-level requirements to make sure that high-priority applications receive the resources they need to meet 
service levels. 

HPE 3PAR Thin Provisioning 
Since its introduction in 2002, HPE 3PAR Thin Provisioning software has been widely considered the gold standard in thin provisioning. This 
thin provisioning solution leverages the system’s dedicate-on-write capabilities to make storage more efficient and more compact, allowing 
customers to purchase only the storage capacity they actually need and only as they actually need it. HPE 3PAR Thin Provisioning is a 
complementary technology to the Adaptive Data Reduction technologies mentioned above.  

 
 
5 Subject to qualification and compliance with the HPE 3PAR Get Thinner Guarantee Program Terms and Conditions, which will be provided by your HPE Sales or Channel Partner 

representative. 
6 Initial testing has shown compression ratios when using 3PAR with Oracle in excess of 2X. Testing is currently underway which substantiates this, at which time a whitepaper will be 

published. 
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HPE 3PAR Thin Persistence 
HPE 3PAR Thin Persistence software is an optional feature that keeps thin provisioned virtual volumes (TPVVs) and read/write snapshots of 
TPVVs small by detecting pages of zeros during data transfers and not allocating space for the zeros. This feature works in real time and 
analyzes the data before it is written to the source TPVV or read/write snapshot of the TPVV. Freed blocks of 16 KB of contiguous space are 
returned to the source volume, and freed blocks of 128 MB of contiguous space are returned to the common provisioning group (CPG) for use 
by other volumes. 

HPE 3PAR Peer Persistence 
HPE 3PAR Peer Persistence can be deployed to provide customers with a highly available stretched cluster, a cluster that spans two data 
centers. A stretched Oracle RAC cluster with HPE 3PAR Peer Persistence protects services from site disasters and expands storage load 
balancing to the multi-site data center level. The stretched cluster can span metropolitan distances (up to 5ms roundtrip latency for the Fibre 
Channel [FC] replication link, generally about a 500 km roundtrip) allowing administrators to move storage workloads seamlessly between sites, 
adapting to changing demand while continuing to meet service-level requirements.  

Figure 4 is a pictorial representation of fine-grained virtualization and system-wide striping. 

 

Figure 4. HPE 3PAR StoreServ 8000 data layers 

Software 
Oracle Database 
Oracle Database 12c is available in a choice of editions that can scale from small to large single servers and clusters of servers. The available 
editions are: 

• Oracle Database 12c Standard Edition 2: Delivers unprecedented ease-of-use, power and price/performance for database applications on 
servers that have a maximum capacity of two sockets7. 

• Oracle Database 12c Enterprise Edition: Available for single or clustered servers with no socket limitation. It provides efficient, reliable and 
secure data management for mission-critical transactional applications, query-intensive big data warehouses and mixed workloads7. 

 
 
7 Source: Oracle Database 12c Product Family white paper. For more information, refer to: https://docs.oracle.com/cd/B28359_01/license.111/b28287/editions.htm  

https://docs.oracle.com/cd/B28359_01/license.111/b28287/editions.htm
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For this paper, Oracle Database 12c Enterprise Edition, which is required in order to utilize the In-Memory Option, was installed. In addition to all 
of the features available with Oracle Database 12c Standard Edition 2, Oracle Database 12c Enterprise Edition has the following options: 

• Oracle Active Data Guard 

• Oracle Advanced Analytics 

• Oracle Advanced Compression 

• Oracle Advanced Security 

• Oracle Database In-Memory 

• Oracle Database Vault 

• Oracle TimesTen Application-Tier Database Cache 

• Oracle Label Security 

• Oracle Multitenant 

• Oracle On-line Analytical Processing 

• Oracle Partitioning 

• Oracle Real Application Clusters 

• Oracle RAC One Node 

• Oracle Real Application Testing 

• Oracle Spatial and Graph 

Best practices and configuration guidance for the Oracle on HPE 3PAR solution  
To optimize the configuration for Oracle, the following changes were made to the hardware, firmware, and software. All servers were configured 
in the same way.  

HPE ProLiant BIOS settings 

• Hyper-Threading: Enabled 

• Intel Turbo Boost: Enabled 

• HPE Power Profile: Maximum Performance  

RHEL configuration  

• Create udev rules to set the following device options for the LUNs and required settings for the Oracle volumes (per values in Appendices C 
and D).  

– Set the sysfs “rotational” value for SSD disks to 0.  

– Set the sysfs “rq_affinity” value for each device to 2.  

 Note: Request completions all occurring on core 0 caused a bottleneck; setting the rq_affinity value to 2, resolved this problem.  

– Set “I/O scheduler” to noop.  

– Set permissions and ownership for Oracle volumes.  

• Volume size – Virtual volumes should all be the same size and type for each Oracle ASM disk group.  

• Use the recommended multipath parameters (see Appendix B) to maintain high availability while also maximizing performance and 
minimizing latencies.  
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HPE 3PAR StoreServ space allocation 
We found during testing, that configuring the redo logs and undo tablespace as RAID-5 LUNs on the SAN provided better performance than 
configuring them as RAID-10 LUNs. This is due to the serial nature of that type of I/O. That said, activity to the redo log files is minimal when 
running OLAP workloads. We also found that tablespaces and indexes were best served with multiple RAID-10 LUNs on the SAN, due to the 
randomness of their I/O patterns. 

The HPE ProLiant DL580 Gen9 server had the following LUN definitions: 

• 8 X 750GB RAID-10 LUNs for the database, tablespaces, indexes and undo tablespace. This was labeled within Oracle ASM as DATA. 

• 8 X 256GB RAID-5 LUNs for the redo log and undo tablespace space. This was labeled within Oracle ASM as REDO. 

Figure 5 is a graphical depiction of how the storage was laid out and how the LUNs were presented to the HPE ProLiant DL580 Gen9 server. 

HPE 3PAR
8400

Storage

Oracle 
ASM

Oracle 
Database

RHEL 7.3

HPE ProLiant 
DL580 Gen9

8 X 256GB LUNs
REDO & Undo 

tablespace 

8 X 750GB LUNs
Data & Indexes

 

Figure 5. Depiction of how storage was laid out on the HPE 3PAR StoreServ 8400 
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Oracle configuration best practices 
The Oracle database configuration highlights were as follows: 

• Set the buffer cache memory size large enough to include the size of the in-memory area specified plus space for standard Oracle database 
buffer cache memory size, which needs to be set large enough to avoid as many of the physical reads as possible.  

– When testing with the 300GB schema, the buffer cache size was set to 400GB. When using Oracle In-Memory Option with the 300GB 
schema, the in-memory size was set to 300GB. The entire schema was able to load in to memory with this setting when using the Oracle 
Compress for Query Low compression algorithm. 

– When testing with the 3TB schema, the buffer cache size was set to 2800GB. When using the Oracle in-memory feature with the 3TB 
schema, the in-memory size was set to 2699GB. The entire schema was able to load into memory with this setting using the Oracle 
Compress for Query Low compression algorithm.  

• Create two large redo log file spaces of 300GB to minimize log file switching and reduce log file waits.  

– Customer implementations should create their log files at a size that will cause a log file switch to occur at a frequency that meets their 
business need. 

–  Writes to the redo logs were limited during OLAP testing to only when data refresh was selected. 

• Create an undo tablespace of 200GB. 

• Set the number of processes to a level that will allow all intended users to connect and process data. During the testing we used 3000 for this 
parameter, although we never approached this number during the test sequence. 

• Set the number of open cursors to a level that will not constrict Oracle processes. This was set to 3000 during testing. Again, we never 
approached this number of open cursors during the tests. 

Workload description 
Hewlett Packard Enterprise tested Oracle using the open-source tool HammerDB. For this test sequence, the HammerDB tool implements an 
OLAP-type workload. With the exception of sorting and the update function, the entire test is based on reading a large amount of data. This test 
is meant to emulate a Decision Support System (DSS), which represents a typical workload of business users inquiring about the performance of 
their business. This test is represented by a set of business focused ad-hoc queries and the tests were measured by the amount of time taken to 
complete each discrete test as well as the amount of time to complete all of the queries. In all, 22 separate queries are part of this test scenario. 
The timed results were normalized and used to compare test configurations. Other metrics measured during the workload came from the 
operating system. 

The tests were performed on schema sizes of 300GB and 3TB. The testing compares the time it takes to perform a series of queries when the 
data resides on disk and when the data has been lifted into memory. 

We used two different connection counts for our tests, 1 and 5 users. The reason for using the two numbers of users is to give the reader a feel 
for the level of scaling available. 
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HammerDB workload results 
As stated earlier, Oracle has 4 modes of compression used when loading columns, tables and/or tablespaces into memory. Those modes are 
Compress for Query Low (default compression mode), Compress for Query High, Compress for Capacity Low, and Compress for Capacity High. 

Table 1, shows the amount of space consumed by each of the tables for the 300GB schema and the amount of memory that was consumed 
when those tables were loaded into memory using the four compression algorithms. 

Table 1. Oracle table and in-memory sizes for the 300GB schema 

Table Name 
Table 
Size GB 

Query 
Low Size 
GB 

Compress 
Factor 

Query  
High Size  
GB 

Compress 
Factor 

Capacity  
Low Size  
GB 

Compress 
Factor 

Capacity  
High Size  
GB 

Compress 
Factor 

LINEITEM 247.27 124.59 1.94 99.56 2.43 70.63 3.42 50.51 4.78 

ORDERS 54.30 43.45 1.22 36.00 1.47 18.81 2.82 11.91 4.45 

PARTSUPP 39.74 34.64 1.12 33.12 1.17 14.30 2.71 7.97 4.87 

PART 9.09 3.73 2.38 3.21 2.76 1.78 5.00 1.32 6.70 

CUSTOMER 7.36 7.31 .98 6.28 1.14 3.19 2.26 2.20 3.26 

SUPPLIER .46 0.47 .94 0.41 1.08 0.21 2.16 0.14 3.14 

Total 358.22 214.19 1.67 178.47 2.00 108.70 3.30 73.85 4.85 

 

The following, figure 6, shows the relative performance of the tests when run on disk versus in memory with the various compression algorithms. 
During this portion of the testing, we executed with a single user and that user had 2, 32, 64, or 128 threads. In each instance, the disk based 
time to solve for each thread count was set to 100%. Each of the in-memory compression algorithm runs are relative to the disk based result. For 
example, if the disk based time to solve for a given thread count is 10 minutes, that result is set to 100%. If then, the in-memory time to solve is 5 
minutes, that would be set to 200%. 

It should be noted that not all of the queries could be parallelized. Some of them ran with only one thread, even though at times 128 threads 
were specified. This is due to the serial nature of the specific query. The result is that not all queries benefited from specifying additional threads 
over the initial two. 

  

Figure 6. Relative performance for each compression type relative to the disk based, non-compressed result 
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As you can see from the graph, the 128 thread in-memory result appears not to be as good as the 64 thread in-memory result. In fact, what 
happened was that the disk based result at 128 threads was better than the disk based result at 64 threads, making the compare value higher. In 
fact, the in-memory results when running with 128 threads was not very different than the in-memory result when running with 64 threads.  

The reason the disk based results got so much better when running with 128 threads is there was storage bandwidth available and that storage 
bandwidth was able to keep the processors busier when running with 128 threads than when running with 64 threads. 

Further, the reason the 128 thread in-memory result was not much different than the 64 thread result is that we began seeing CPU contention. 
While some of the queries ran faster, others were limited by the number of cores available to process the data. 

Figure 7, shows the average CPU utilization incurred during the same run for each of the run types broken out by the number of threads. 

  

Figure 7. Average CPU utilization incurred during the test runs. 

The following, figure 8, shows the peak CPU utilization that occurred during the tests. This peak may have occurred only one time, or it may have 
occurred many times, however, it is shown so that we can see how hard the equipment under test was pushed during the test and when used 
with the average CPU utilization, allows a user to infer how much CPU remains for other operations, such as OLTP processing. The large 
difference in peak CPU utilization and average CPU utilization is because many of the queries cannot be parallelized and therefore run using only 
one or two threads. When the queries can be run in parallel, much more of the processing power is consumed. 

 

Figure 8. Peak CPU utilization incurred during the test runs 
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One of the potential issues when loading a table into memory is that it slows down insert, update, and delete speeds for the base table compared 
to the performance of not having the same table loaded into memory. Using the HammerDB OLAP test tool, Hewlett Packard Enterprise was 
able to specify that an insert, update, delete cycle was run prior to and immediately after the query cycle. However, we did not experience this 
phenomena during the testing, with the exception of the 2-thread test. The following, figure 9, shows the performance differences associated 
with loading the tables into memory.  

Note 
This was not an exhaustive test. A more thorough test would be to use an OLTP test and compare the performance experienced with keeping 
tables on disk with the performance of loading those same tables into memory. That test scenario is, however, outside the scope of this paper. 

 

Figure 9. Relative time to update, along with peak and average CPU utilization 
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Having a database instance, along with the computing hardware provisioned that only one person uses is a very expensive proposition. The 
following, figure 10, shows the relative performance of five users accessing the same instance at the same time.  

 

Figure 10. Relative query performance for five users 

As you can see, based on the results in figure 10, the results from 64 threads to 128 threads, again appears to go down. In this case, that did 
happen and the reason is because we started to see a CPU bottleneck. 

The next graph, figure 11, shows the peak CPU utilization during the five user run. 

 

Figure 11. Peak CPU utilization during the five user query test 
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Next let’s take a look at a 3 terabyte schema and the requirements for lifting that in to memory. The following, table 2, shows the amount of 
space consumed by each of the tables for the 3TB schema and the amount of memory that was consumed when those tables were loaded into 
memory using the four different compression algorithms. 

Table 2. Oracle table and in-memory sizes for the 3TB schema 

Table Name 
Table Size 
GB 

Query Low 
Size GB 

Compress 
Factor 

Query High 
Size GB 

Compress 
Factor 

Capacity Low 
Size GB 

Compress 
Factor 

Capacity High 
Size GB 

Compress 
Factor 

LINEITEM 2,444.36 1,292.28 1.89 1,020.61 2.39 715.14 3.42 511.40 4.78 

ORDERS 536.07 469.78 1.14 387.94 1.38 190.91 2.81 126.23 4.25 

PARTSUPP 391.05 352.48 1.11 339.15 1.15 145.60 2.69 80.410 4.86 

PART 89.00 37.88 2.35 32.31 2.75 18.77 4.74 12.84 6.93 

CUSTOMER 72.00 73.16 .98 63.13 1.14 32.69 2.20 21.66 3.32 

SUPPLIER 4.38 4.76 .92 4.16 1.05 2.08 2.10 1.41 3.10 

Total 3,536.86 2,230.34 1.58 1,847.3 1.91 1,105.19 3.20 753.95 4.69 

 

The following, figure 12 shows the relative performance and CPU utilization when using a 3TB schema. As before, the performance is relative to 
that of on disk, with the in-memory performance being how much faster it was to perform 22 separate queries that are part of the test 
specification. The largest difference in performance happened with the compression set algorithm to Query High. The difference in performance 
was slightly more than 9X more than the on disk performance. This is attributed to the fact that memory access is faster than disk access. As a 
result, as you scale up the amount of disk space being placed into memory, you derive the benefit of being able to access the data faster. 

 

Figure 12. Relative query speed, average and peak CPU utilization. 
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Figure 13 shows the results from running five simultaneous users on the 3TB schema. Here again, the on-disk results are set to 100% and all 
in-memory results are relative to the on-disk result. 

 

Figure 13. Relative query speed with five simultaneous users accessing the same 3TB schema 

Figure 14 shows the peak CPU utilization that occurred during the five user, 3TB tests. As you can see, when the schema was loaded into 
memory, the peak CPU utilization was so close that the differences are not discernable in this graph. This is not the case when the schema was 
on disk. 

 

Figure 14. Peak CPU utilization during the five user 3TB test runs 

0%

500%

1000%

1500%

2000%

2500%

64 Threads 128 Threads

Pc
t 

Pe
rf

 I
mp

ro
ve

me
nt

Number of Threads

3TB Schema 5 Simultaneous Users

On Disk Query Low Query High Capacity Low Capacity High

0

20

40

60

80

100

64 Threads 128 Threads

Pe
ak

 C
PU

 U
ti

li
za

ti
on

Number of Threads

300GB Schema 5 Users Peak CPU Utilized

On Disk Peak Query Low Peak Query High Peak

Cap low Peak Cap High Peak

More than 20X 
the performance 

of on disk  
when utilizing  
in-memory to 
analyze the 
same tables. 

Peak CPU 
utilization was 
so close when 

tables were 
placed into 

memory that 
the plot lines 

overlap. 



Reference Architecture Page 20 

 

Capacity and sizing  
The HPE ProLiant DL580 Gen9 server is a 4-socket server with a maximum memory limitation of 6TB. Based upon the size of tables loaded into 
memory, HPE believes that a total of more than 6TB of data can be lifted in to memory using the Compress for Query Low compression 
algorithm on the HPE ProLiant DL580 Gen9 server, when configured with 6TB of memory. Even larger amounts of data can be lifted using the 
other available compression algorithms. 

When deciding on processors for use with Oracle In-memory, ensure you have enough cores in your server to cover the number of concurrent 
users X the number of concurrent threads per user. HPE recommends having no more than 2 concurrent threads per core in order to minimize 
interrupt processing and maximize cache coherency. Clock speed is also important, although HPE has found it to be less important than the 
number of cores. If you are choosing between two processors with the same number of cores but differing clock speeds, HPE recommends you 
opt for the processor with the faster clock. 

For customers who require less memory, fewer processors or fewer cores per processer, HPE manufactures the HPE ProLiant DL360 Gen9 
server and the HPE ProLiant DL380 Gen9 server. Each of those servers come with a maximum amount of memory of 3TB. 

The HPE ProLiant DL560 Gen9 server is a 4-socket server with a maximum amount of memory of 6TB, making it ideal for customers requiring 
additional compute power but with less expandability than the HPE ProLiant DL580 Gen9. 

For customers needing to grow beyond the memory confines of 6TB, HPE has the MC990X which is certified for Oracle Enterprise Linux. 

No matter what your Oracle memory requirement, Hewlett Packard Enterprise manufactures a server to address that requirement. 

Analysis and recommendations 
As represented in the graphs, the ability to lift columns, tables and even tablespaces in to memory provides the ability to analyze the data more 
quickly. In some cases the increase in speed was in excess of 16 times the speed of analyzing those same tables if they were stored on SSD. 

It is beyond the scope of this paper to estimate the amount of memory required to lift a specific set of tables in to memory. However, as 
demonstrated by the above tables, the amount of memory required to lift tables in to memory is 1.58 times less when using Query Low 
compression to a 4.69 times less when using Capacity High compression, than those same tables consume when residing on disk uncompressed. 
In the case of the 3TB database, the on-disk space consumed was approximately 3.6TB, while the in-memory footprint varied from a high of 
2.23TB using Query Low compression to a low of 754GB using the Capacity High compression algorithm. This means that a schema quite a bit 
larger than 3TB could be lifted into 3TB of memory, depending on your compression and performance tradeoffs. 

Likewise, when the on-disk storage space consumed was 358GB, the in-memory footprint ranged from a high of 214GB using Query Low to a 
low of just 74GB using Capacity High. 

This means that a schema could be up to 4.85 times the size of the intended memory target using this sample data. 

The amount of processing power required to analyze the tables left quite a bit of compute power remaining. That compute power could be used 
to process OLTP transactions, or it could be removed from the server by removing processors or using fewer cores per processor. In either case, 
whether it be removing cores or processors from the server or eliminating the server hosting the OLTP transactions and moving that workload to 
this server, results in savings on Oracle database license and support costs. 

Implementing a proof-of-concept 
As you can see from the performance results, differences between implementations and data access patterns can cause a given environment’s 
performance to vary from what was tested as part of this paper. As a matter of best practice for all deployments, HPE recommends implementing 
a proof-of-concept using a test environment that matches as closely as possible to the planned production environment. In this way, appropriate 
performance and scalability characteristics can be obtained. For help with a proof-of-concept, contact an HPE Services representative 
(hpe.com/us/en/services/consulting.html) or your HPE partner. 

HPE Database Performance Profiler (DPP) 
Hewlett Packard Enterprise also offers DPP to qualified customers. DPP uses performance data collected on existing Oracle databases to identify 
performance bottlenecks that are inflating software license costs. The result of this assessment will include specific recommendations as well as a 
summary that provides an estimate of the potential benefits associated with the proposal. Please contact your HPE Account Manager for full 
details. 

http://www.hpe.com/us/en/services/consulting.html
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DPP collects utilization and inventory data to allow HPE to understand the database workload and provide fact-based recommendations 
addressing license consolidation and/or reduction, complexity, availability, consolidated server and storage footprint, performance, and TCO/ROI. 
Specific data indicates infrastructure changes with the most impact on identified performance issues. 

Summary 
As demonstrated in the graphs above, using Oracle Database 12c In-Memory Option reduces the time it takes to solve complex queries, in some 
cases the reduction in time spent was in excess of 16X. Hewlett Packard Enterprise manufactures Intel x86-x64 based servers to suit the needs 
of even the most memory hungry applications.  

Additionally, the 3PAR StoreServ 8400 series array handles Oracle database types of workloads with ease, making for an ideal pairing between 
HPE’s server and storage when deploying Oracle databases. 

Customers can use this Reference Architecture to determine, at a high level, the impact of deploying the Oracle in memory database solution on 
HPE servers and storage. 

Appendix A: Bill of materials  

Note 
Part numbers are at time of testing and subject to change. The bill of materials does not include complete support options or other rack and 
power requirements. If you have questions regarding ordering, please consult with your HPE Reseller or HPE Sales Representative for more 
details, hpe.com/us/en/services/consulting.html. 

Table A-1. Bill of materials for the HPE ProLiant DL580 Gen9 server 

Qty Part number Description 

  Rack and server infrastructure 

1 BW908A HPE 42U 600x1200mm Enterprise Shock Rack 

1 BW908A      001 HPE Factory Express Base Racking Service 

1 793161-B21 HPE DL580 Gen9 CTO Server 

1 793161-B21  ABA U.S. - English localization 

1 816665-L21 HPE DL580 Gen9 Intel Xeon E7-8867v4 FIO 1P Kit 

3 816665-B21 HPE DL580 Gen9 Intel Xeon E7-8867v4 1P Kit 

8 788360-B21 HPE DL580 Gen9 12 DIMMs Mem Cartridge  

96 805351-B21 HPE 32GB 2Rx4 PC4-2400T-R Kit 

2 779168-B21 HPE 400GB 12G SAS ME 2.5in EM SC H2 SSD 

2 C8R39A HPE SN1100E 16Gb 2P FC HBA 

1 779800-B21 HPE Ethernet 10G 2P 546FLR-SFP+ FIO Adptr 

1 758836-B21 HPE 2GB FIO Flash Backed Write Cache 

4 656364-B21 HPE 1200W CS Plat PL HtPlg Pwr Spply Kit 

2 H5M58A HPE Basic 4.9kVA/L6-30P/C13/NA/J PDU 

1 BW909A HPE 42U 1200mm Side Panel Kit 

 

  

http://www.hpe.com/us/en/services/consulting.html
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Table A-2. Bill of materials for the HPE 3PAR StoreServ 8400 as used 

Qty Part number Description 

  HPE 3PAR StoreServ 8400 

1 BW904A HPE 42U 600x1075mm Enterprise Shock Rack 

1 H6Z03B HPE 3PAR StoreServ 8400 4N Stor Cnt Base 

20 K2P88B HPE 3PAR 8000 480GB+SW Non-AFC SFF SSD 

48 QK724A HPE B-series 16Gb SFP+SW XCVR 

6 H6Z26A HPE 3PAR 8000 SFF(2.5in) SAS Drive Encl 

60 K2P88B HPE 3PAR 8000 480GB+SW Non-AFC SFF SSD 

1 TK808A HPE Rack Front Door Cover Kit 

48 QK735A HPE Premier Flex LC/LC OM4 2f 15m Cbl 

8 QK734A HPE Premier Flex LC/LC OM4 2f 5m Cbl 

4 H5M58A HPE Basic 4.9kVA/L6-30P/C13/NA/J PDU 

1 BW932A HPE 600mm Rack Stabilizer Kit 

1 BW906A HPE 42U 1075mm Side Panel Kit 

1 L7F20AAE HPE 3PAR All-in S-sys SW Current E-Media 

1 TC472AAE HPE Intelligent Inft Anlyzer SW v2 E-LTU 

 

Table A-3. Bill of materials for the HPE FlexFabric 5930 as used 

Qty Part number Description 

  HPE FlexFabric 5930 Switch 

2 JH379A HPE 5930 2-slot 2QSFP BF AC Bdl 

2 JH180A HPE 5930 24p SFP+ and 2p QSFP+ Mod 

2 JH184A HPE 5930 24p Conv Port and 2p QSFP+ Mod 
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Appendix B: Multipath configuration 
The following multipath parameters were included in the /etc/multipath.conf file, which are the settings for RHEL 7.3 and HPE 3PAR Persona 2 
(ALUA). It should also be noted that the names of the multipath device files were altered so that they were in a human readable format. 

defaults { 
 polling_interval 10 
 user_friendly_names yes 
 find_multipaths yes 
 } 
devices { 
 device { 
 vendor "3PARdata" 
 product "VV" 
 path_grouping_policy group_by_prio 
 path_selector "round-robin 0" 
 path_checker tur 
 features "0" 
 hardware_handler "1 alua" 
 prio alua 
 failback immediate 
 rr_weight uniform 
 no_path_retry 18 
 rr_min_io_rq 1 
 detect_prio yes 
# fast_io_fail_tmo 10 
# dev_loss_tmo 14 
 } 
} 
blacklist { 
       devnode "^(ram|zram|raw|loop|fd|md|dm-|sr|scd|st)[0-9]*" 
} 
 
multipaths { 
        multipath { 
                wwid 360002ac00000000000000022000190e2 
                alias data01 
        } 
        multipath { 
                wwid 360002ac00000000000000021000190e2 
                alias data02 
        } 
        multipath { 
                wwid 360002ac00000000000000020000190e2 
                alias data03 
        } 
        multipath { 
                wwid 360002ac0000000000000001f000190e2 
                alias data04 
        } 
        multipath { 
                wwid 360002ac0000000000000001e000190e2 
                alias data05 
        } 
        multipath { 
                wwid 360002ac0000000000000001d000190e2 
                alias data06 
        } 
        multipath { 
                wwid 360002ac0000000000000001c000190e2 
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                alias data07 
        } 
        multipath { 
                wwid 360002ac0000000000000001b000190e2 
                alias data08 
        } 
        multipath { 
                wwid 360002ac00000000000000019000190e2 
                alias redo01 
        } 
        multipath { 
                wwid 360002ac00000000000000013000190e2 
                alias redo02 
        } 
        multipath { 
                wwid 360002ac00000000000000018000190e2 
                alias redo03 
        } 
        multipath { 
                wwid 360002ac00000000000000017000190e2 
                alias redo04 
        } 
        multipath { 
                wwid 360002ac00000000000000016000190e2 
                alias redo05 
        } 
        multipath { 
                wwid 360002ac00000000000000015000190e2 
                alias redo06 
        } 
        multipath { 
                wwid 360002ac0000000000000001a000190e2 
                alias redo07 
        } 
        multipath { 
                wwid 360002ac00000000000000014000190e2 
                alias redo08 
        } 
} 
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Appendix C: udev device permission rules 
Allowing for persistent permissions and Oracle database access across reboots, a udev rules file named /etc/udev/rules.d/ 12-dm-
permission.rules was created to set the required ownership of the Oracle ASM LUNs. 

ENV{DM_NAME}=="data01", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="data02", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="data03", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="data04", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="data05", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="data06", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="data07", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="data08", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="redo01", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="redo02", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="redo03", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="redo04", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="redo05", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="redo06", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="redo07", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 
ENV{DM_NAME}=="redo08", OWNER:="oracle", GROUP:="oinstall", MODE:="660" 

 

Appendix D: udev rules 
A udev rules file was created to set the rotational latency, the I/O scheduler and rq_affinity. The name of this file was /etc/udev/rules.d/10-
3par.rules. 

ACTION=="add|change", KERNEL=="dm-*", PROGRAM="/bin/bash -c 'cat /sys/block/$name/slaves/*/device/vendor 
 | grep 3PARdata'", ATTR{queue/rotational}="0", ATTR{queue/scheduler}="noop", ATTR{queue/rq_affinity}="2 
", ATTR{queue/nomerges}="1",  ATTR{queue/nr_requests}="128" 

 

  



Reference Architecture Page 26 

 

Appendix E: /etc/sysctl.conf 
In order to enable the Oracle database, the following /etc/sysctl.conf file was used to set OS kernel parameters. 

# System default settings live in /usr/lib/sysctl.d/00-system.conf. 
# To override those settings, enter new settings here, or in an /etc/sysctl.d/<name>.conf file 
# 
# For more information, see sysctl.conf(5) and sysctl.d(5). 
 
# oracle-rdbms-server-12cR1-preinstall setting for fs.file-max is 6815744 
fs.file-max = 6815744 
 
# oracle-rdbms-server-12cR1-preinstall setting for kernel.sem is '250 32000 100 128' 
kernel.sem = 250 32000 100 128 
 
# oracle-rdbms-server-12cR1-preinstall setting for kernel.shmmni is 4096 
kernel.shmmni = 4096 
 
# oracle-rdbms-server-12cR1-preinstall setting for kernel.shmall is 1073741824 on x86_64 
kernel.shmall = 1073741824 
 
# oracle-rdbms-server-12cR1-preinstall setting for kernel.shmmax is 4398046511104 on x86_64 
kernel.shmmax = 4398046511104 
 
# oracle-rdbms-server-12cR1-preinstall setting for kernel.panic_on_oops is 1 per Orabug 19212317 
kernel.panic_on_oops = 1 
 
# oracle-rdbms-server-12cR1-preinstall setting for net.core.rmem_default is 262144 
net.core.rmem_default = 262144 
 
# oracle-rdbms-server-12cR1-preinstall setting for net.core.rmem_max is 4194304 
net.core.rmem_max = 4194304 
 
# oracle-rdbms-server-12cR1-preinstall setting for net.core.wmem_default is 262144 
net.core.wmem_default = 262144 
 
# oracle-rdbms-server-12cR1-preinstall setting for net.core.wmem_max is 1048576 
net.core.wmem_max = 1048576 
 
# oracle-rdbms-server-12cR1-preinstall setting for fs.aio-max-nr is 1048576 
fs.aio-max-nr = 1048576 
 
# oracle-rdbms-server-12cR1-preinstall setting for net.ipv4.ip_local_port_range is 9000 65500 
net.ipv4.ip_local_port_range = 9000 65500 
 
# huge page settings  
#vm.nr_hugepages = 219726 
vm.nr_hugepages = 1468006 
 
vm.hugetlb_shm_group = 54322 

 

  

This was the value that hugepages was set to when running 
with the 300GB schema.  These are 2MB pages.  

This is the value that hugepages was set to when running 
with the 3TB schema 
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Appendix F: init.ora 
The following init.ora file was used when starting the database. 

DL580.__data_transfer_cache_size=0 
DL580.__db_cache_size=67914170368 
DL580.__java_pool_size=1879048192 
DL580.__large_pool_size=1879048192 
DL580.__oracle_base='/u01/app/oracle'#ORACLE_BASE set from environment 
DL580.__pga_aggregate_target=51546M 
DL580.__sga_target=400G 
#DL580.__sga_target=2800G 
DL580.__shared_io_pool_size=536870912 
DL580.__shared_pool_size=8589934592 
DL580.__streams_pool_size=0 
*.audit_file_dest='/u01/app/oracle/admin/DL580/adump' 
*.audit_trail='db' 
*.compatible='12.1.0.2.0' 
*.control_files='+DATA/DL580/CONTROLFILE/current.262.937472771','+DATA/DL580/CONTROLFILE/current.261.937472771' 
*.db_block_size=8192 
*.db_create_file_dest='+DATA' 
*.db_domain='' 
*.db_name='DL580' 
*.db_recovery_file_dest='+DATA' 
*.db_recovery_file_dest_size=4560m 
*.diagnostic_dest='/u01/app/oracle' 
*.dispatchers='(PROTOCOL=TCP) (SERVICE=DL580XDB)' 
*.open_cursors=3000 
*.pga_aggregate_target=51546M 
*.processes=3000 
*.remote_login_passwordfile='EXCLUSIVE' 
*.sga_target=400G 
#*.sga_target=2800G 
*.undo_tablespace='UNDOTBS1' 
 
result_cache_max_size=794304K 
_high_priority_processes='VKTM*|LG*' 
lock_sga=TRUE 
use_large_pages='ONLY' 
_max_outstanding_log_writes=4 
LOG_BUFFER=1G 
inmemory_size=300G 
#inmemory_size=2699G 

 

 

 

This is the size that the SGA was set to when using the 
300GB schema. 

This is the size that the SGA was set to when using the 
3TB schema. 

This is the in-memory size used when utilizing the 
300GB schema.  It should be noted that when we tested 
storage speed queries, this was commented and there 

was no in-memory area set aside. 

This is the size of the in-memory area when utilizing the 
3TB schema. 
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